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Abstract—In the past, the focus of the computer industry has been to improve hardware performance and add more and more features to the software. As a result, more and more appliances surrounding us are equipped with embedded computational power and wireless communication. As such, they become ever more flexible and multifunctional, and almost indispensable in daily life. On the other hand, the resulting systems become increasingly complex and unreliable, posing new challenges to designer and user.

Organic Computing (OC) has the vision to address the challenges of complex distributed systems by making them more life-like (organic), i.e. endowing them with abilities such as self-organization, self-configuration, self-repair, or adaptation. The designer’s task is simplified, because it is no longer necessary to exactly specify the low-level system behavior in all possible situations that might occur, but instead leaving the system with a certain degree of freedom which allows it to react in an intelligent way to new situations. Also, use of such systems is simplified, as they can be controlled by setting few high-level goals, rather than having to manipulate many low-level parameters with unclear influence.

In this paper, we give a general introduction to OC, and propose a generic observer-controller architecture as a framework for designing OC systems. Then, it is shown how to use this architecture at the example of a traffic light controller. The paper concludes with a summary and a discussion of future challenges.

I. INTRODUCTION

The impressive progress in computing technology over the past decades has not only led to an exponential increase in available computing power, but at the same time shrunk the chips to a miniature format. While only 20 years ago, the predominant computing platform was a company mainframe shared by many users, today, we are surrounded in everyday life by a multitude of embedded computing devices, including PDA, cell phone, digital camera, navigation system, MP3-player etc. An additional trend during recent years is that these devices are equipped with (often wireless) communication interfaces, allowing them to interact and exchange information.

But also other large technical systems consist of more and more interconnected electronic devices. For example, in cars, numerous processors and embedded systems keep the vehicle on road, control the engine with respect to combustion and pollution, assist the driver, provide security with air bags and seat belt systems, provide functions as air conditioning, navigation, parking assistant, information services and entertain the passengers. All these controllers are connected to a complex communication network. And this development has not stopped.

We are only a stone’s throw away from scenarios like smart factory, with flexible robots self-organizing to satisfy the needs at hand, or smart cars that adapt to different drivers and road conditions, communicate with other cars on special events, or integrate personal devices (PDA, mobile telephone, notebook...) into their network.

While this development is exciting, the resulting systems become increasingly complex, up to the point where they can no longer be designed nor used easily. Already today, in the automotive sector, it is estimated that about half of all car break-downs are caused by electric and electronic components. E. g. in 2005 weak car batteries head the table of causes for break-downs listed by the ACE Auto Club Europa with 25% [1], while electronic components are listed on third position currently with 13% and still increasing their percentage.

Thus the question arises, how we will be able to design such complex distributed and highly interconnected systems, and how to make them reliable and usable. Clearly, the designer is not able to foresee all possible system configurations, and to prescribe proper behaviors for all cases. Also, we need to relieve the user from having to control in detail all parameters of the system, allowing him or her to influence the system on a higher level, e. g. by setting goals.

Organic Computing (OC) has the vision to address complexity by making technical systems more life-like, and endowing them with properties such as self-organization, self-configuration, self-repair, or adaptation [2].

In this paper, we will first give an overview on OC and a corresponding priority program of the German Research Foundation (DFG). In Section III we propose a generic observer-controller architecture with the goal to provide a generic template for implementing OC systems. Then, we show how to use this architecture at the example of a traffic light controller in Section IV. The paper is concluded with a summary and
II. ORGANIC COMPUTING

As has been outlined above, the increasing complexity of technical systems calls for new design principles. It is impossible for a designer to foresee all possible configurations and to explicitly specify the entire behavior of a complex system on a detailed level. In particular if the system consists of many interacting components, it may exhibit new, emergent properties that are very difficult to anticipate. Emergent phenomena are often identified when the global behavior of a system appears more coherent and directed than the behavior of individual parts of the system (the whole is more than the sum of its parts). More generally, such phenomena arise in the study of complex systems, where many parts interact with each other and where the study of the behavior of individual parts reveals little about system-wide behavior. Especially in the area of multiagent systems emergence and self-organization are extensively studied, see [3], [4] for two recent surveys.

Despite their complexity, living creatures are very robust and have the natural ability to learn and adapt to an uncertain and dynamic environment. The idea of OC is therefore to address complexity by making technical systems more life-like and to develop an alternative to the explicit total a priori specification of a system by allowing the system to adapt and self-organize. OC systems should be designed with respect to human needs, have to be trustworthy and robust, adaptive, and flexible. They will exhibit so called self-x-properties as postulated for Autonomic Computing (AC) [5]–[7]: self-configuration, self-optimization, self-healing, self-explanation, and self-protection. Such systems would be able to learn about their environment over time, survive attacks and breakdowns, adapt to their users, and react sensibly even if they encounter a new situation for which they have not been explicitly programmed. AC pursues very similar goals, but so far focuses on distributed, self-organizing technical systems.

To achieve the goals of OC, technical systems need to have some degrees of freedom. While this has apparent benefits and will relieve the designer from specifying every single detail of the low-level system behavior, there are also some drawbacks: In order to learn, a system has to be allowed to make some errors, and it may react more slowly. Also, its behavior is less predictable, and allowing the system to self-organize possibly makes it more difficult to control.

Thus, one has to find a balance between creative self-organized bottom-up processes, and top-down control. To this end, an observer-controller architecture has been proposed in [8]–[11], similar to the MAPE (monitor-analyze-plan-execute) cycle from AC (see also Figure 1 and Figure 2). The observer can monitor the overall system and detect problems early on. If an error is detected or anticipated, the controller will attempt to apply appropriate counteractive measures. This allows for self-organization but at the same time enables adequate reactions to control the – sometimes completely unexpected – emerging global behavior of these self-organized technical systems.

The OC vision has first been formulated in the position paper of the Section of Computer Engineering ("Technische Informatik") of the “Gesellschaft für Informatik” (GI) [12]. In 2005, the German Research Foundation (DFG) approved a priority research program on OC. This research program addresses fundamental challenges in the design of OC systems; its objective is a deeper understanding of emergent global behavior in self-organizing systems and the design of specific concepts and tools to construct and control OC systems for technical applications. Topics such as adaptivity, reconfigurability, emergence of new properties, and self-organization play a major role. Currently the research program provides funding for 18 research projects with a total volume of around 2 million EUR per year. The topics of these projects range from traffic control over robot coordination to chip design. More information on the different projects can be found at [13]. The remainder of this paper discusses results from two of these projects, namely “Quantitative Emergence”, with the goal to develop a generic observer-controller architecture, and “Organic Traffic Control”, which applies ideas from OC to the design of traffic light controllers.

Overall, OC is not yet an established research area, but an exciting, interdisciplinary field offering a vision on how to manage the increasing complexity of technical systems by allowing for controlled self-organization.

III. A GENERIC ARCHITECTURE FOR ORGANIC COMPUTING SYSTEMS

A. The Observer/Controller Paradigm

In order to assess the behavior of the technical system and – if necessary – for a regulatory feedback to control its dynamics, we assume that a generic observer/controller architecture is required as depicted in Figure 1 [8]. The observer/controller has a set of sensors and actuators to measure system variables and influence the system. Together with the system under observation and control (SuOC), the observer/controller forms what we call an “organic system”.

Generally, we assume that the SuOC consists of a large collection of communicating active objects possessing certain common attributes. The observer collects data from the system (micro and macro level properties) and computes some indicators characterizing the global state and the dynamics of the system. We call these indicators “situation parameters”.

Fig. 1. Observer/controller architecture
The controller compares the situation parameters with the goal defined by the user, and decides whether an intervention is required and, if so, what action would be most appropriate. The controller may affect the SuOC by influencing:

- the local decision rules of the SuOC elements,
- the system structure including e.g. the communication between the SuOC elements or the number of elements, or
- the environment, which will indirectly influence the system by changing the data observed by the SuOC elements through their local sensors.

It is important to note that an organic system continues to work and does not break down if observer and controller stop working. The controller interferes only when necessary and affects only some system parameters, it does not control single elements in detail.

B. Generic Architecture

Figure 2 shows the architecture in more detail, and also illustrates the workflow. The observation process consists of the steps monitoring, pre-processing, data analysis, prediction, and aggregation. An observation model customizes the observer by selecting the observable attributes of the system, the analysis detectors, and the appropriate prediction methods.

The monitor samples the attributes of the SuOC according to a given sampling rate. The observed system data consists of individual data on the level of single elements, and some global system attributes. All measured data is stored in a log file for every loop of observing/controlling the SuOC. This stored data can be used within the predictor or for the calculation of time-space-patterns in the data analyzer.

In the pre-processing step some derived attributes can be computed from the raw data (e.g. an attribute velocity can be derived from attributes x-coordinate and y-coordinate collected in subsequent time steps). The analyzer applies a set of detectors to the pre-processed data vector. This could be a computation of clustering, or emergence parameters with respect to the definition in [14], or some other mathematical and statistical methods. At the end of this step a system-wide description of the current state is provided. In a more or less parallel step the predictor processes the data coming from the pre-processor and the data analyzer and tries to predict a future system state. It can use its own methods or some methods of the data analyzer combined with prediction methods taken e.g. from technical analysis. The results of data analyzer, predictor, and possibly some unprocessed data coming from the pre-processor are handed on to the aggregator. These so called situation parameters are transmitted to the controller.

As described in Section III-A, the controller’s task is to guide and control the self-organization process between the elements based on the data received from the observer. It will interfere only when necessary. At the heart of the controller is a decision module called action selector, which selects the action A, that is most appropriate for the current situation. It has to make this decision quickly to react in real-time. On top of this component, the adaptation module implements some learning and planning capabilities. The learning uses an evaluation of implemented actions to improve the mapping from situation to actions. Evaluation is performed based on a database with history data, allowing to attribute system changes to specific actions. Similar to an approach called “Anytime Learning” proposed be Greffenstette and Ramsey [15], the adaptation module may be connected to an additional simulation model, which allows it to approximate the consequences of specific actions in specific simulated environments before testing them on the real system. This module can also be used to design or plan completely new actions, e.g. by optimizing action parameters for a specific situation. The adaptation aims at a system behavior that more closely matches the system goals formulated by the developer or current user.

C. Realization

The generic architecture has to be customized to different scenarios by adapting the various components of the observer (including the observation model) and the controller. The architecture depicted in Section III-B can be realized in the following ways (see Figure 3):

(a) central: An observer/controller for the whole technical system.
(b) decentral: An observer/controller on each system element.
(c) multi-level: An observer/controller on each system element as well as one for the whole technical system. In this way holarchies\(^1\) could be built.

The choice of the appropriate observer/controller realization is a design decision that has to be done by the developer in the design phase of the technical system.

IV. ORGANIC TRAFFIC CONTROL

In this section, we describe how to implement the generic OC architecture on a challenging and highly relevant technical

---

\(^1\)A holarchy is a hierarchy of holons, where a holon is a whole and at the same time a part of a whole [16].
problem: the control of an urban traffic network.

The control of a junction so as to minimize waiting times has been shown to be an NP-complete problem [17]. In practice, a large number of different control systems are used to manage traffic networks, the two main approaches being the following: On the one hand, neighboring junctions running fixed-time programs can be closely coordinated to form synchronized traffic lights (“green waves”). This pre-programmed approach has the drawback of not being responsive to traffic. On the other hand, traffic-responsive controllers allow an adaptation to changes in the traffic flow, but the coordination of neighboring junctions is then very hard.

Recently, research focuses on a third approach – the coordination of traffic-responsive controllers through principles of self-organization. Promising results in this area were presented e.g. in [18] where a fluid-dynamic model for the simulation of urban traffic networks was used to investigate self-organization principles for traffic control.

The “organic approach” to traffic control discussed in this section belongs to the category of self-organizing traffic systems. We propose to use traffic-responsive junction controllers with overlapping sensor horizons (see Figure 4) to control the network. By using data provided by neighboring junctions for local optimization, a sort of implicit global optimization is expected. To keep the complexity of the architecture at a manageable level currently only a single junction is considered. As work progresses the controlled network will get larger and more complex, thus data exchange between controllers will be incorporated. It still has to be investigated if the controller network can be realized in a completely decentralized way. A multi-level realization with coordinating components for different subnetworks might be helpful to achieve global optimization.

In both cases, fast reaction to changing traffic conditions is a vital prerequisite to reach good performance. But since the junction controllers should be kept as generic as possible, they have to adapt to the environment they are placed in, i.e. they have to learn. To learn means to make mistakes, which is detrimental to performance. To cope with this challenge the necessary functionality of a junction controller is realized as an organic system.

The SuOC in this traffic scenario consists of a signaled junction equipped with detectors, traffic lights, and a parameterizable traffic light controller (TLC). The TLC can act instantly on small changes in the traffic situation by slightly varying its phase timings within predefined boundaries and in a predefined way. Its behavior is defined by a set of parameters that have to be adapted whenever the traffic situation changes significantly.

Parameter adaptation is performed by an implementation of the generic observer/controller architecture presented in Section III. While the observer is responsible for analyzing the traffic situation, the controller decides when and how to change the parameter set for the TLC. Therefore, the controller maps traffic situations to parameter sets and keeps track of how well each parameter set performs. Alternative parameter sets are generated using an Evolutionary Algorithm (EA) and a simulation of the traffic network, adjusted to the traffic situation in question, as testbed. This way, trial-and-error search in the real traffic network can be avoided. The internals of the adapted generic observer-controller-model for the traffic scenario are depicted in Figure 5 and are discussed in the following sections.

**A. Observer Functionality**

The task of the observer component in the traffic scenario is to analyze the traffic situation and generate macro-level system data. The detector measurements obtained in the SuOC constitute the raw data available to the observer to perform this task (i.e. individual data). Different types of detectors – like inductive loops, infrared, or video detectors – might be installed in the SuOC, all exhibiting different measurement capabilities. These include, among others, detecting the presence of vehicles, the recognition of vehicle types, counting capabilities as well as speed, headway and density measurements. All this data is collected by the monitor and stored in
the observer’s log file. When a network of several junctions is considered, additional information from neighboring junctions will be available to the observer (corresponding to system data).

In a pre-processing step, the collected data will be used to calculate the traffic flows (measured in vehicles per time unit) for all signal groups installed at the junction. When studying larger traffic networks, additional data analyzing will be necessary to detect effects of the synchronization of different junctions. Furthermore, a prediction component can be used to discover trends in the traffic development or to make predictions by comparing historical time series with the currently observed measurements.

Currently, no further data analysis or prediction techniques are used following the pre-processing. The traffic flows calculated in the pre-processing component are simply aggregated into a vector representing the current traffic situation. The detected traffic situation is the analogy to the situation parameters in the generic architecture. It can be visualized as depicted in Figure 6.

![Figure 6. Visualization of a traffic situation detected by the observer. Arrow width is proportional to traffic flow.](image)

**B. Controller Functionality**

As said before the controller uses some kind of mapping to choose an appropriate parameter set to configure the TLC for each traffic situation presented as input by the observer. To keep the problem manageable, the input space in terms of different traffic situations has to be partitioned so that situations which are sufficiently similar to allow usage of the same parameter set will be covered by the same mapping entry. Since it is hard to anticipate all traffic situations that might occur at the controlled junction and since it would need a tremendous effort of a traffic engineer to develop good control strategies for all situations that can be imagined, the means for generating mapping entries have to be provided by the controller. These tasks combined are what Learning Classifier Systems (LCS) [19] are supposed to do: classify input, find appropriate action, learn by gaining experience.

A standard LCS uses rules (called classifiers) to store its knowledge. These classifiers consist of a condition that is matched against the input, an action and some kind of fitness or value. The value is used to decide which classifier to choose if more than one matches the current input. The encoding of conditions is done such that different levels of “generality” are possible, hence the range of input values each classifier matches against may vary from a single point to the entire search space. New classifiers are generated using genetic operators like crossover and mutation on existing ones, changing both condition and action (this is called “rule discovery”). Furthermore, every time no classifier matching the current input is available, one or more classifiers with a matching condition and randomly chosen action are created (this is called “covering”).

After a classifier has been generated, the system has to determine its value. Every time a classifier’s action is chosen, the value of this classifier is updated using some objective function. Usually, the environment’s reaction on some action executed by the LCS is not instantaneous, therefore the current value of the objective function is used to update the value of the classifier that was active during the previous time step.

The simplest way to increase performance would be to try and find classifiers which maximize the objective function’s value. Another approach more suitable for complex problems is to use three distinct components as “value”: the prediction of the objective function’s value after this classifier’s action has been executed, the average error of this prediction, and a fitness value computed from this prediction error. The prediction is used to choose an action for execution: The classifier with best prediction, weighted by its fitness, is likely to result in best performance. Furthermore, the fitness is used to find classifiers suitable as input for the generation of new classifiers using genetic operators. The goal is to represent the entire search space with as few classifiers as possible while keeping only those that are more accurate in their prediction. This approach is realized in XCS, the eXtended Classifier System [20].

Classifier systems like XCS have been applied to problems related to traffic control in the past. In [21] an LCS was used to control a simplified junction by continuously changing green times based on observed queue lengths. During an exploration period, the system evolved a classifier population that afterwards was applied to control the junction without further learning. However, the traffic network used in this paper is noticeably more complex.

Our goal is the development of an architecture usable for traffic networks of realistic complexity. Obviously, the mechanism used for the generation of knowledge is of crucial importance. As it is not a viable approach to let a system learn using a real traffic network as testbed, a modified classifier system similar to XCS is used, but with its functionality divided between two components: a basic classifier system and a separate component for rule discovery. This separate component utilizes a model of the real traffic network running on a simulator to search for optimal TLC parameter sets. Such a parameter set together with the encoded situation it was optimized for and its value forms a classifier that is then fed into the population of the classifier system. Classifiers from this population are applied by the classifier system in the real network and their valuation is further improved based on feedback from reality. Both components (basic classifier system and rule discovery) use the same objective function.
to update the value of a classifier or to find the optimal parameter set, respectively. Evaluation criteria incorporated into the objective function might be the average waiting time or the average number of stops.

Since the explorative behavior of the system is moved to an external component, the task of the basic system is to find the best action among those available. This is simple if classifiers exist that match the current input: The classifier is chosen, whose prediction is best. If no classifier matches, a new matching one has to be generated. The proposed approach is to choose the classifier whose condition is closest to the current input, copy it, widen its condition just enough to match and discount its value slightly. This way a quick response is possible (waiting for a new solution to be generated using the simulator would take too long) and the probability that the chosen action will perform acceptably is greater than if the action was chosen randomly. If this widening exceeds a certain threshold, the current situation is passed simultaneously to the rule discovery component so that, when a similar situation is encountered again, a specifically optimized classifier is available.

Within the rule discovery component, an EA is responsible for producing new classifiers. It generates populations of TLC parameter sets and evaluates their applicability for the current situation using a simulation model. The parameter sets are used to configure a simulated TLC that controls the simulated junction for a defined period of time. After a warm-up period allowing the traffic to build up, a number of quality measures (like the average waiting time or the average number of stops) are recorded and used by the EA by means of the objective function to evaluate the different parameter sets in the same way as action values are updated after execution in real traffic. At the end of this process, a new classifier is created that maps the simulated situation to the best parameter set found by the EA. The classifier’s value is initialized based on the simulation results.

By using a simulation model to generate new classifiers, bad TLC parameter sets can be identified without negative consequences for the SuOC. Furthermore, the employment of a simulation software allows the fast evaluation of many parameter sets, which should result in an improved learning speed of the architecture. A potential drawback of this simulation-based approach might be differences between simulation and reality. But since microscopic traffic simulators available today are quite accurate after their calibration [22], we expect no major problems here. Residual errors in the valuation of a new classifier are corrected when the classifier is applied in the SuOC and its true quality can be observed.

Now the architecture described above matches quite nicely the generic observer/controller architecture shown in Section III. The classifier population performs a mapping of traffic situations to adequate TLC parameter sets. The action selector matches the situation detected by the observer against the available classifiers and selects – if necessary – among several applicable actions (i.e. among several TLC parameter sets) based on their values. Whenever no matching classifier is available, the classifier whose condition matches the observed situation most closely is selected and the rule discovery (adaptation) component is used in combination with the simulation model to create a new classifier based on simulation results. The selected parameter set is then applied as action in the SuOC. With the next controller invocation, the previously selected action is evaluated based on the objective function of the controller and an appropriate value update is performed.

V. CONCLUSION AND CHALLENGES

This paper has given a brief introduction to the German priority research program on Organic Computing. One of the major arguments driving the vision of Organic Computing is the insight that the emerging ubiquitous systems consisting of flexible networks of smart objects will no longer be manageable with current methods of systems engineering. In particular, at design time, it will not be possible to explicitly design appropriate reactions to all the possible changes in the environment and, furthermore, there is the possibility of emerging global behavior due to unanticipated interactions between active components. Therefore, as outlined in this paper, these systems need the capability to organize several aspects of their behavior in an autonomous way, independent of explicit external interference. They have to exhibit various self-x properties, which should enable them to adapt to changes in their environment in order to show robust behavior (i.e. maintain a requested functionality in spite of changing environmental parameters) or to behave in a flexible way by modifying their behavior in response to changing requirements. The observer/controller architecture has been suggested as a generic approach to solve these problems by providing the feedback, decision and learning capabilities which are necessary for realizing self-x properties. Furthermore, this architecture allows for adequate external control of self-organized behavior using appropriate higher level objective functions within multi-level OC-architectures. The control of urban traffic lights served as an example for showing how the generic architecture may be instantiated for a specific application.

Hence, the claim of Organic Computing is to provide an appropriate response to the design and management challenges of our anticipated, digitally enhanced environment. But, obviously, Organic Computing will only be a valid approach to solving the management problems of these complex systems if we can argue formally and give empirical evidence that the behavior of an organic system will be more reliable, more robust, more flexible, and more trustworthy than a system without “organic” properties. Therefore, there is a need for empirical studies of organic computing systems in various application domains. Furthermore, the properties of these systems should be investigated by formal methods. In particular, it would be important to find ways to proof and validate the proper functionality of learning, self-organizing systems. Other challenges refer to the scalability of system properties and to the generation of trust in the behavior of organic computing systems: The potential of self-organizing,
adaptive systems in our personal environment will only be exploited, if these systems show acceptable behavior, and an important prerequisite for acceptance is the development of trust.
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